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ABstract
       An Industry/Navy Integrated Product Team (IPT) was established by PMS-512, PEO Surface Strike, to promote and to enable the implementation of Open Systems Architecture (OSA) for a Navy systems. OSA can increase the flexibility, upgradability, scalability, and adaptability of a system. The Total Ship Open Systems Architecture (TOSA) IPT has developed a total ship open architecture concept termed the “Adaptable Ship.” 

The open systems concept originated in the commercial information technology world as a means to increase competition among vendors. While the benefits of OSA are well established for information systems throughout commercial industry and the Navy, the use of OSA for a total system such as a ship - including structural, electrical, mechanical and other shipboard system interfaces - represents a new and unproven application.

        An important feature of the adaptable ship concept is the Functional Element (FE) zone, which represents physical divisions of a ship with managed functions, configurations, interfaces, and characteristics. This paper describes how the OSA process was applied to develop an open design template consisting of OSA defined interfaces and critical characteristics for a specific space, a notional Combat Information Center (CIC) zone.

The resulting concept may be used to develop a family of templates to open the remaining Command, Control, Communications, Computing and Intelligence (C4I) zones on a ship.

Application of the TOSA process resulted in a concept design of a space that has mission/market adaptability, can be upgraded easily, and encourages competition among potential suppliers. Use of an OSA approach will substantially reduce the need for ship support system modifications and allow a larger allocation of upgrade funds towards procuring additional warfighting capability. This will also enable more frequent upgrade of C4I systems at lower cost in response to new technologies or missions.

        The resulting open C4I zone shows that an open systems approach can be applied to a naval ship.

Introduction
       The Total Ship Open Systems Architecture (TOSA) Integrated Product Team was established under a project sponsored by the Affordability through Commonality Office, PEO Surface Strike (PMS 512), to develop total ship open systems architectures and supporting interface standards and thus reduce total ownership costs. The TOSA team is comprised of multifaceted individuals from industry and government and is located at the Naval Sea Systems Command, Carderock Division, Shipbuilding Technologies Office.

The open systems approach fosters a system designed to take advantage of commercial competition, use the latest commercial technologies, and help achieve an integrated design solution that can be upgraded easily throughout the life of the system. An open systems approach reduces total ownership cost while it maintains or increases the ship’s capabilities. This paper addresses the work being done by the TOSA IPT to develop a notional template for open Command, Control, Communication, Computers, and Intelligence (C4I) zones as an example of how a surface combatant could take advantage of the open systems approach. The template is a concept level design of a notional Combat Information Center (CIC) arrangement used to evaluate the TOSA process. It is provided as a guide to be used in actual CIC design. 

Open Systems Approach

The open systems approach is an integrated systems engineering process and business strategy that defines an Open Systems Architecture (OSA). It identifies key interfaces and the lowest level at which the government maintains control over the interface standards (the atomic level). Open systems architecture involves the development of reference models (functional partitioning) and associated standard interfaces supportable by commercial industry. They provide flexibility, interoperability, technology upgradeability, scalability, producibility, maintainability, and consistency. OSA has enough open standards for interfaces, services, and supporting formats that properly engineered elements can be used across a wide range of platforms with minimal changes, yet still conform to the Navy’s required standards and specifications. 

While these OSA benefits are well established for electronic and computer systems throughout commercial industry and the Navy, the use of OSA for the total ship (including structural, electrical, mechanical and other shipboard system interfaces) represents a new and unproven application. The open systems approach facilitates the use of widely accepted, standard products from multiple suppliers. The atomic level sets the boundary for the opening process. 

An interface at the atomic level is the common boundary or benchmark where physical interaction, support services, and data/information exchange takes place, a point at which independent systems interact. Interfaces at this level conform to defined standards; design below this level is under supplier control. The atomic level may change over time. Above this level, the government controls the interface. Below this level, the manufacturer or supplier is in control. This results in little or no organic repair by the ship, and integration and lower level interface details are left to the manufacturer.

Another definition of an open system is available from the Open Systems Joint Task Force, (web site - http://www.acq.osd.mil/osjtf/ ), which has the charter to develop and promulgate open systems and related concepts. They define an open system as, “A system that implements sufficient open standards for interfaces, services, and supporting formats to enable properly engineered components to be utilized across a wide range of systems with minimal changes, to interoperate with other components on local and remote systems, and to interact with users in a style that facilitates portability.”

 An open system is characterized by the following.

· Well-defined, widely used, preferably nonproprietary interfaces/protocols

· Uses standards that are developed/adopted by recognized regulatory bodies or the commercial market place

· Defines all aspects of system interfaces to facilitate new or additional capabilities for a wide range of applications

· Includes explicit provision to expand or upgrade using additional or higher performance elements with minimal impact on the system. 

A successful application of the open systems approach requires an extensive market research effort. Market research is an ongoing effort and addresses existing and projected technologies. Market research provides the data needed for architecture, atomic level and interface development. It includes the surveillance of manufacturers and their products, the analysis of their claims and characteristics, and the selection of items that can satisfy current and future functional requirements of the system.

The application of an open systems approach does not mean that all components and subsystems must be opened. An important step in the process is to select those parts of the ship to be opened. Good candidates are subsystems or components that are likely to change due to their dependence on rapidly evolving technology, are replaced frequently, or are extremely costly. Such components present the highest obsolescence risks and the greatest opportunity for future technology insertion. In all cases, the resulting design must meet the Navy’s minimum requirements even if that means a particular system cannot be opened. 

There have been several successful applications of the open systems approach in computer and electronics systems. The TOSA IPT mission is to develop a process that applies the same approach to the total ship. Details of the process are described in reference 1. The process was applied in the development of the notional open C4I template described in this paper. A key element of this process is the Functional Element (FE) zone. A FE zone is a physical division of the ship with controlled interfaces and characteristics for a given group of functions. This can be one major function, such as exterior communications, or a collection of similar functions, such as the numerous battle management functions performed in the CIC. The FE zone may encompass one or more adjacent compartments. The open systems approach is used to select the critical interfaces of the FE zone. Effective open systems architectures rely on physical modularity and functional allocation of hardware and software. Physical modularity and functional allocation should be aligned to facilitate the replacement of specific subsystems and components without impacting others. The FE zone can include modularity at the space level and the equipment level.

An open C4I zone allows equipment modernization to keep pace with technology improvements, and also allows adaptability to changing ship mission requirements with minimal impact to availability.

Interfaces between the FE zone and the ship will always be controlled; this is the basic atomic level of the FE zone. Most zones include many complex and interconnected subsystems, which require a hierarchy of multiple atomic levels to define the OSA adequately. In other words, the FE zone will be opened at the space/compartment level, and it will contain one or more open systems, which can include modules and module stations. 

Examples of similar FE zone concepts include the A size (32 missile cells) and the B size (64 missile cell) Vertical Launcher System (VLS) modules installed in the DDG 51 class, and the turnkey process for the DDG radio communications system. In turnkey, the communications center and radio transmitter room are the controlled FE zone, and the arrangements and equipment selection is done by the Navy Shipboard Exterior Communications Integration Branch.

Development of the FE zone begins with a functional allocation, a process used to assign functions to either human or machines, or a combination of both. A function relates to the purpose for which something is designed. At the Fleet level, functions are allocated to ships, while at the ship level, they are allocated to systems and equipment. The functional allocation identifies the systems and components that can be “co-located” in the same space. Individual items of equipment associated with each function are identified, and characteristics are collected as part of the market research effort. The functional allocation, system characteristics, and equipment location are used to size the zone, develop its attributes, and select appropriate interface characteristics. 

Functional Element Zone
The Combat Information Center (CIC) is the C4I FE zone addressed in this paper. The CIC is the command component for the ship’s mission. The functions of the CIC are listed in a subsequent section. The parameters of the FE zone must be defined, starting with a determination of the space required. It was assumed that the manning level of the future surface combatant CIC would be between 17 and 21 operators, which requires a volume of 10.0 m x 10.5 m x 3.0 m. This space is located on the main deck or damage control (DC) deck, and is a citadel environment (watertight, smoke tight, Electro Magnetic Interference/Compatability (EMI/C), fire and gas boundaries). The following interfaces - power; data; human; communications; fire protection; and heating, ventilation, and air conditioning (HVAC) - need to be defined for the zone as part of the opening process. 
Market Research
Market research investigated the military and commercial equipment that could be used for the functions of the CIC, and also looked into the support of the equipment at the atomic level. Future trends for each piece of equipment were studied so that, in addition to current mission needs, the research team could identify future needs and allow the flexibility to take advantage of technology improvement. As an example, military and commercial consoles are moving from the use of water-cooled systems to those that are air-cooled, a finding that will surely impact the HVAC portion of the design.

Operational Architecture
An important part of the operational architecture is the allocation of key CIC functions to people and machines. This functional allocation looked at how to reduce the current number of workstations and what functions and responsibilities are required. With this information, the sizing of the support services could be accomplished.

A job-tasking matrix was developed to determine the manning level applicable for a surface combatant. The DDG 51 class was chosen as the baseline platform because it is the most advanced conventional surface combatant class (weapons, sensor, console, and shipboard monitoring). The resultant level of 17 console operators or workstations reflects our assumption that many operating tasks will be automated as technology increases, resulting in a manning level reduction. The missions of the CIC for a surface combatant had to be identified before a job-tasking matrix could be developed. The resultant tasks are listed below

1. Defend the platform

· Air warfare

· Subsurface warfare

· Surface warfare

· Mine countermeasure warfare

· Electronic warfare

· Naval surface fire support.

2. Monitor and patrol an area of responsibility

· Surface search sensors

· Air search sensors

· Undersea sensors

· Electronic magnetic radiation emissions sensors

3. Message traffic and communications

· Link 11

· Link 16

· Link XX

· Very high frequency

· Ultra high frequency

· High frequency

· Joint Maritime Command Information System (JMCIS) systems

4. Command and control

· Command esculent views

· Review and disseminate information

· Monitor damage control efforts

· Coordinate battle group or battle space defense

5. Support the ship’s operational functions

· Input voyage planes

· Monitor ship navigation

· Monitor shipboard systems

· Emergency shipboard and steering controls

From this mission task list, the manning was segregated into three groups based on rating, mission area, and training

1. Command, control disseminate, and plan (top level management).

2. Warfare mission areas (middle level management) and weapons systems (specialized)

3. Warfare mission and command support services.

The template assumes that all persons are fully qualified and have been trained at a shore facility or other surface platform Table 1 identifies 17 workstations, the designation or mission area of each, the functions or tasks required by the operator, and the operator’s rank.

Station Number
Work Station Designation
Work Station Tasks
Rating

1
Execution Officer
· Command the engagement of the ship.

· Monitor shipboard systems
04-06

2
Tactical Planning Officer
· Tactical planning, new
· Monitor surface sensors, monitor surface engagements

· Determine own ship location for input to fire control for NSFS, Strike etc. missions

· Support navigation

· Emergency control and steering.
03-05



3
Scene Assessment Officer
· Control and coordinate ECM activities

· Integrate many different off ship and own ship Intel info into one coherent picture
02-03

4
Strike Warfare Officer
· Control and integrate strike ops

· Plan strike ops

· Operate weapons 

· Integrate OTH- ship data, and maintain data base
02-03/

5
Electronic Warfare Controller
· Operate ECM equipment

· Monitor EW sensors

· IFFF, other target ID
E5-E7

6
Electronic Sensor Controller
· Operate, monitor air, surface, subsurface search sensors
E5-E7

7
Electronic Sensor Controller
· Operate, monitor air, surface, subsurface search sensors
E5-E7

8
Electronic Sensor Controller
· Operate, monitor air, surface, subsurface search sensors
E5-E7

9
Link Operator
· Monitor data/comm links (black & red)

· JMCIS Operator
E4-E7

10
Air Intercept Coordinator
· Control AUSW aircraft, intercepts
E5-E7

11
Air Intercept Coordinator
· Control aircraft, intercepts, and close air fire support.
E5-E7

12
Air Warfare Coordinator
· Control air engagements, coordinate sensors & weapons

· Operate the CIWS 
WO1-WO4

13
Surface Warfare Coordinator/Mine Warfare
· Coordinate surface sensors/weapons, control surface battle & NSFS

· Coordinate sensors/weapons to find/destroy MIW

· Coordinate deployment of mines
WO1-WO4

14
Subsurface Warfare Coordinator/Mine Warfare
· Control AUSW engagements, coordinate sensors & weapons

· Coordinate sensors/weapons to find/destroy MIW

· Coordinate deployment of mines
WO1-WO4

15
Fire Control Coordinator, VLS
· Control GMFCS, missile VLS, anti-air weapons

· Control GWS, anti-surface systems & NSFS System
E4-E7

16
Fire Control Coordinator, HLS
· Control GMFCS, missile HLS, anti-surface & subsurface weapons

· Control GWS, anti-surface systems & NSFS System
E4-E7

17
Command Support Coordinator
· Monitor, configure and control CIC systems

· Operate displays, consoles in CIC

· Back-up JMCIS operator & monitor
E4-E7

Table 1. Core-Flux Manning Matrix
Reference Model
The reference model is a general view of the CIC systems and functions, and was developed to help identify critical interfaces and set an atomic level. Within the FE zone, the atomic level for this notional template is defined at the interface between the processing units, consoles, workstations, and recording units (at the equipment level), and the space and the CIC operators. Any component below this level is the responsibility of the component manufacturer. These items were chosen because they directly support the missions of the CIC and will be modified or replaced with the changing missions and technological improvements. This flexibility ensures the platform’s ability to meet its missions, with the least impact on availability and total ownership cost.

Equipment Interfaces
As manning and tasks were being identified and market research was ongoing, the equipment and workstations needed to support this core-flux watchbill were evaluated.
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Figure 1.

Atomic Level Reference Model

Major 

Equipment
No.
Weight

(lb)
No. of Data Ports


No. of Men


Area

(ft²)
Cruise (kW)
Battle (kW)
Heat

(Btu/hr)



OJ-719 Console (UYQ-70) 
14
835.00
14
1
11.53
0.7
1.4
8600

OJ-719 Console (UYQ-70 ADS)
2
835.00
14
1
11.53
0.7
1.4
8600

Large Flat Screen Displays for UYQ 70 Display
2
220.00
14
2
10
0.1
0.1
2700

Automated Status Boards (ASTAB)
6
210
3
1 or 2
0.0
0.1
0.1
2000

Plasma Panel Display
6
11.2
3
1
2.560
0.2
0.2
1000

CPU and keyboards
6
84
6
1
.825
1.2
1.5
1000

SSH-9 Tomahawk Graphics Controller Cabinet
1
315
14
0
5.33
0.1
0.1
2700

RD-390 Recorder Cabinet
4
1300
24
0
3.06
0.5
0.5
1700

Dead Reckoning Trace Table
1
270
3
1 to 4
14.15
0.5
0.5
3000

CSC Work Station Desk & Cabinets
1
300
40
2
12.00
0
0
3000

6000 ECDIC Navigation Unit
4
288
3
1
0
0.2
0.2
200

Rugged Multipurpose Terminal units
9
1728
6
1
20.3
0.7
1.8
1700

Chairs
17
30


4.0
0.0
0.0
0.00

Large 19-inch Rack
2
1690
24
0
34
1.1
1.1
1000

Miscellaneous Equipment
NA
300
NA
NA
NA
2
2
39279

Table 2. CIC Equipment

The equipment and workstations were identified as the atomic level because of the modernization, manpower reduction, and reconfiguration requirements. Two steps were needed to identify the atomic level between the equipment and the space. First, a reference model was drafted to determine what interfaces would be needed to support the atomic level; see Figure 1.

Second, identification of the equipment required to complete the platform’s mission and provide related engineering data. Market analysis identified the equipment and specifications shown in Table 2.

The products found in the market research that are not MIL-SPEC require enablers for naval application. Enablers are devices that facilitate the use of commercial off-the-shelf (COTS) equipment to allow conformance to naval shipboard environmental requirements. Examples are the ruggedized racks used to house central processing units (CPU), and shock isolation mounts; see Figure 2. 
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Figure 2.

Enablers

OSA interfaces
The following interfaces were defined to achieve the goal of flexibility for the CICFE Zone: cooling, foundation, data/communication, power, and space integrity/protection. 

Cooling
Market research found a number of military and COTS air-cooled units that complement the functional requirements. Examples are the air-cooled advanced display subsystem/AEGIS display system console (an/uyQ-70) and the air-cooled TAC-3 workstation that complement the functional requirements. 

Consequently, there was no requirement for a chilled water system, which resulted in a total ownership cost savings due to reduced system acquisition and maintenance. Also, it allowed space reconfiguration without the cost of rerouting piping.

An open solution was needed to provide equipment and space cooling air and to allow for the reconfiguration with minimal or no HVAC work needed. An under-floor plenum was developed to provide the cooling air for the equipment and the zone. It provided a cooling air supply that facilitated a reconfigerable zone, and supported the cooling load required to maintain operating temperatures and a constant zone temperature of 80° F.

Heat load was the first parameter to identify. Table 3 identifies the items that require air-cooling. The typical temperature rise for the equipment was 30° F. The total cooling load is the sum of the transmission load, lighting load, equipment load, manning load, and a 15% growth for future equipment load growth). It was found that the supply temperature had to be 53ºF to ensure an overall space temperature of 80° F. 

With cooling demands identified, the next step was to determine how the cooling air would get to the equipment and space served. The solution was to incorporate a cool-air supply plenum under the false floor. 

The equipment is mounted with an access panel removed at the equipment’s base and draws cool air up from the plenum, through the equipment, and exhausts to the space. Floor-mounted swirl diffusers draw the cool air from the plenum and mix it with air exhausted from the equipment to cool the zone. 

 Interfaces
Description

Ship to CIC


Supply Opening to the Plenum
102- x 12 –in. with no other supply interface

Return Opening from CIC
102- x 12-in.

Ventilation Exhaust Opening
Four openings with a 4.5-in.-diameter duct

Supply Air Flow Rate
8535 cfm

Return Air Flow Rate
8375 cfm

Supply Air Temperature
53°F

Return Air Temperature
80°F to 84°F

Cooling Load
23.7 tons for 16 manned consoles.

Plenum to CIC


Diffusers
24 floor-mounted diffusers with an 8-in. diameter and supply of 120 cfm; 2880 cfm for total space

Equipment
17 floor-mounted diffusers. 

Table 3. HVAC Interfaces
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FIGURE 3. Open HVAC System

A method to provide supply and return air to the system was evaluated also. The cooling air is supplied from the fan room to the plenum through ductwork and a 102- x 12-inch vestibule located at the forward bulkhead within the plenum. Air is returned to the HVAC system through a bulkhead return grill. No internal return ductwork is required; see Figure 3. Flack & Kurtz Consulting Engineers LLP conducted a Computative Fluid Dynamics (CFD) analysis to validate the cooling potential of the under-floor plenum. The DDG 51 class was modeled for the analysis and provided current data on heat loads and interferences. The model used a notional total room cooling load (with equipment and crew) of 255,377 Btu/hr. The results of the CFD model are listed below. Quarter-scale tests at NSWC Dahlgren validated the Flack & Kurtz CFD analysis.

o Floor-mounted diffusers offer a viable space -conditioning approach. Concerns relating to potential draft issues do not appear founded.

o Reasonably uniform and acceptable air velocities should be obtainable at the desk, seated head height, and standing head height elevations. Local high velocity areas may occur at the standing head height, but may be unavoidable given that structural beams are at head height and serve to redirect local air movement. Potential problem areas are likely to be small and localized. 

 o Simulation results are based on an assumed 53ºF supply air temperature to the plenum. Simulated space temperatures are derived from this assumption. A reduction in the supply temperature to the plenum should result in a commensurate reduction in room space temperature (i.e., 1ºF drop in the supply temperature to the plenum should result in a 1ºF decrease in the predicted air temperatures.
The supply vestibule will be placed 10 feet away from a workstation and under the projection screens to lower the potential for noise pollution. The plenum will house power and data/communication cables to independently support the equipment and manning weight load. Tests have shown that under-floor obstructions are not restrictive to supply plenum performance. Table 4 lists particulars of the substructure.

Foundation
A Smart Track system was installed to accommodate the requirements that must be followed to reconfigure a space. The system, which is supported by a grid structure of 4-in.- square tubing, eliminates the need for individual foundations and hot work, and results in a cost and time saving during modernization, replacement, or reconfiguration; see Figure 4.

The Smart Track system consists of a 1.5-in.-wide track and locking devices. The track is molded with preset anchoring points along its centerline, which are used to anchor the locking devices. The anchor point’s centers are 1-in. apart; the tracks will have a 12-in. centerline spacing. The locking devices clamp to the equipment and secure the unit to the Smart Track’s anchoring points. Based on equipment load, the locking device is rated for grade ‘A’ shock when the locking devices are installed in accordance with the manufacturer’s specifications. Modular deck tiles and track covers create a smooth and virtually seamless floor, and are installed to ensure a safe working environment.
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Figure 4

Four-Inch Square Tube Substructure for Smart Track

Description
Shape
No.
Size


Material
Length


Surface

Area
Volume

Support Beam along bulkhead 
AISC_tube†
14
4x4x1/4
Steel
5.7
172.9
20.1

Support Beams & Footers
AISC_tube†
997
4x4x1/4
Steel
8
240
28.2

Transverse Beams (to vestibule)
AISC_tube†
6
4x4x1/4
Steel
353.2
10289.45
1265.5

Transverse Beams
AISC_tube†
26
4x4x1/4
Steel
425.2
12385.5
1523.5

TAble 4

Substructure Particulars

(All Dimensions are in Inches)

Data and Communications
Data, communication, and power cables are located within the plenum to minimize the impact on available volume and facilitate reconfigurability; see Figure 5. The cables are arranged in two main cableways or backbone and will be bridged in three locations. In sizing the backbone, each manned console, UYQ-70, and associated equipment, will require 23 cables for power, signal, voice, and video, assuming fiber optic application where applicable.

Using a nominal cable diameter of 3/8 in., the required cross-sectional cableway area for one console is 3 in. wide by 1 1/8 in. high. Wiring for five consoles requires a space 7 1/2 in. wide by 2 1/4 in. high. The cableways use the area beginning at 5 in. above the plenum bottom to the deck tile above, to allow at least 5 in. of clear area for airflow beneath the cableway. This provides an allowable cable area 8 in. wide by 3 in. deep between the 12-in. sections and 20 in. wide by 3 in. deep along the 24-in. axis. Cableways are accessible from above upon removal of the deck tile. 
Fiber optic and signal junction boxes typically are 19 in. high by 19 in. wide by 6 in. deep. There are four junction boxes or box sets in the space to allow interconnection of consoles and Computer Support Electronics Room (CSER) and provide short, easily reconfigured cable end runs to the consoles. 

Current digital to fiber optic converter switch boxes are large and require additional cabling to interconnect. Market analysis identified 3M’s card-based media converter, which may be adaptable for console and workstation use. This card will convert the data signal to fiber optic at the console and eliminate the need for large converter switch boxes.
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Figure 5

Data, Communication, and Power Arrangements, within the OSA Plenum.

Electrical Power

Power is distributed through four circuit-breaker-protected distribution boxes in the space. Each box is 66 in. high by 16 in. wide by 7 in. deep, and contains 14 circuits with a total load of 600 amperes; all boxes have room for physical and electrical load growths. Consoles and additional equipment are divided among the four distributed power zones. Multiple circuit breaker boxes in the space allow for redundancy and short cable end runs to the consoles. Power cables are routed from the bulkhead-mounted boxes to the consoles via under deck cableways. 

Cable penetrations out of the space use the ROXSYSTEM® Multidiameter Transition System to provide adaptable seals against fire, smoke, gas, and water. In addition, the system protects and seals cable penetrations against incoming and induced electromagnetic disturbance and adapts easily to any size cable or pipe. Once the frame is properly mounted at the interface point, no additional hot work is required to add, remove, or change a multidiameter transition.

Fire Protection

Three gaseous extinguishing systems were considered to protect the CIC FE zone from internal fire. The systems consist of a fixed system in the plenum, a fixed system in the manned CIC, and a hose reel located at the airlock. In addition to the extinguishing systems, sensors, detectors, and monitors are installed, and interfaces need to be defined through detailed design. Table 5 defines the fire extinguishing and support systems.

System or Component
No.
Agent
Weight
(lb)
Distribution
Method
Interface
Interface
Location

Gaseous Extinguishing Agent
 (9.25% concentration) for the CIC
1
FM 200
571
(.048167)
Fixed 1.5-in. pipe nozzles
3.5-in. Sch 40 steel pipe flange
Forward bulkhead

CO2 Hose Reel
1
CO2
480
1.5-in. hose and nozzle
1.5-in. pipe flange
Aft bulkhead 

Sensors, Detectors, and Monitors
24
All
TBD
TBD
2 cableways 

4 x 12 in. max
Aft bulkhead 

Gaseous Extinguishing Agent
 (9.25% concentration) for the Plenum
1
FM 200
52
Fixed 1.5-in. pipe nozzles
3.5-in. Sch 40 steel pipe flange
Forward bulkhead

Table 5.

Fire Protection Particulars
Human Egression Factors

To combat Chemical Biological Radiological (CBR) threats along with fire, smoke, gases, and water, the CIC will be a citadel. To ensure this integrity, entry to the CIC is through an airlock, with sensors on both doors to prevent simultaneous opening while the airlock is operating (an override will be installed). The airlock is an extension from the CIC HVAC system. As a result of combining both systems, the airlock has UV protection devices installed on the supply and return interfaces, and in the overhead of the vestibule. These locations should restrict airborne pathogens from contaminating the CIC. The airlock may be removed from the space if a citadel condition already exists in the zone. In addition to the airlock, a bulkhead and overhead scuttle are installed for emergency exit from the space.

Conclusion
With a small Fleet and constantly changing missions, a method is needed to allow rapid reconfiguration based on ship’s mission. The ship must be reconfigured or modernized with little impact to its availability. 

This paper provides one solution, a template for an OSA system or zone. Figure 6 shows how the OSA Template organizes the support systems, foundation, cooling system, and cable routs, into an adaptable template arrangement (Figure 7) to support change. The adaptable template can support mission changes and future technology improvements as demonstrated in Figure 8. Additional detailed design systems, such as lighting, still need to be addressed. Hence, the template is not ready for full production. 

While the C4I template was drafted for a Navy surface combatant, it can be used on Coast Guard, Military Sealift Command, or National Oceanographic and Atmospheric Administration vessels in spaces that require reconfiguration, and is not limited to a CIC space. The template can be adapted easily for use in a computer room, radio room, navigation bridge, or enclosed operating space. These spaces are suitable for OSA templates because the systems installed have high technology refresh rates or changing mission needs, resulting in the need to be modernized or reconfigured. 


ACKNOWLEDGEMENTS

This paper represents the efforts of the entire TOSA team, and the authors wish to express appreciation for the work of the team. TOSA is sponsored by Mr. William Schoenster, Program Manager, pms 512, PEO Surface Strike.

ReferenceS

1.  Vasilakos, J, Devries, R, and Tompkins, K. T., 
“Total Ship Open Systems Architecture” American Society of Naval Engineers, ASNE Day 2000.

2.  The TOSA Team, “CIC Notional Template” 
Naval Sea Systems Command, Carderock Division, December, 1999.

Bibliography
1.  Litton Marine Systems, http://www.sperry-marine.com/

2.  Redding, Robyn, Customer Service Representative, ROXSYSTEM, ROXCorp., 1-800-520-4769.

3.  Shrlig, Robert, Account Representative, Minnesota Mining and Manufacturing (3M) Volition Products. http://www.3m.com/volition.

4.  Radio Holland - USA, http://radioholland.com

[image: image6.png]FY00 Notional ICE Concept




[image: image7.png]





[image: image8.png]





Figure 8
OSA CIC Template Reconfigured for Current and Future Modernizations
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Figure 6


Conventional Navy Foundations, Cooling System, and Cable Routing, and OSA Template Incorporating Equivalent Open Systems
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Figure 7


The Manned OSA Notional CIC
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